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Abstract:  Drowsiness especially in long distance journeys is a key factor in traffic accidents. In this paper a new module for automatic driver drowsiness detection based on visual information and Artificial Intelligence is presented. The aim of this system is to locate, track and analyze both the driver's face and eyes to compute a drowsiness index to prevent accidents. Both face and eye detection is performed by Haar-like features and AdaBoost classifiers. In order to achieve better accuracy in face tracking, we propose a new method which is combination of detection and object tracking. Proposed face tracking method, also has capability to self-correction. After eye region is found, Local Binary Pattern (LBP) is employed to extract eye characteristics. Using these features, an SVM classifier was trained to perform eye state analysis. In this video we were able to track face by an accuracy of 100 percent. and detecting eye blink by accuracy of 98.4 percentage. Also we can calculate face orientation and tilt using eye position which is valuable knowledge about driver concentration. Finally, we can make a decision about drowsiness and distraction of the driver. Experimental results show high accuracy in each section which makes this system reliable for driver drowsiness detection.
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I. INTRODUCTION

The increasing number of traffic accidents due to a drivers diminished vigilance level has become a serious problem for society. Some of these accidents are the result of the drivers medical condition. However, a majority of these accidents are related to driver fatigue, drowsiness of drivers. Car accidents associated with driver fatigue are more likely to be serious, leading to serious injuries and deaths. Fletcher et al. in has mentioned that 30 percentage of all traffic accidents have been caused by drowsiness. It was demonstrated that driving performance deteriorates with increased drowsiness with resulting crashes constituting more than 20 percentage of all vehicle accidents. Traditionally transportation system is no longer sufficient. One can use a number of different techniques for analyzing drivers drowsiness. These techniques are Image Processing based techniques, Electroencephalograph based techniques, and artificial neural network based techniques. And image processing based techniques can be divided in three categories. These categories are template matching technique, eye blinking technique, yawning based technique. These techniques are based on computer vision using image processing. In the computer vision technique, facial expressions of the driver like eyes blinking and head movements are generally used by the researchers to detect driver drowsiness.

Motivation of the Project

Driver Drowsiness Detection System mainly focuses on preventing the road accidents happened mainly due to reason of Driver fatigue and Driver drowsiness. The proposed algorithm conducts the detection process by recording the
video sequence of the drivers and image processing techniques. The system consists of four well-defined phases, namely
the face detection, eye tracking, yawning detection and detection of head lowering.

The sequences of images from the camera are fed to the system. Initially, the system does not know the initial position of
the face. The system grabs the first image and tries to find the face region in the image using the skin color model. Due to
unfavorable lighting conditions or initial head orientation of the driver, the localization might fail. So the system grabs
another frame and repeats the same process until the face region is detected with certainty.

II. LITRATURE SURVEY

In the literature, a driver drowsiness detection system is designed based on the measurement of driver's
drowsiness, which can be monitored by three widely used measures: vehicle-based measures, behavior measures, and
physiological measures. The vehicle-based method measures deviations from lane position, movement of the steering
wheel, pressure on the acceleration pedal, etc. Any change in these that crosses a specified threshold indicates a
significant increased probability that the driver is drowsy. However, studies found that vehicle based measures are poor
predictors for drowsiness because the change in the metrics can be caused by other factors such as alcohol or drugs. In
addition, if the driver starts to deviate from the lane, maybe it is too late to prevent an accident. The behavior measures
capture driver's facial movements, including blinking, nodding or swinging their heads, and frequent yawning by cameras
and detect drowsiness by image processing. The main limitation of this vision-based approach is lighting because normal
cameras do not perform well at night. Another limitation is that the speed of image processing on videos is a bottleneck.
The physiological measures use physiological signals such as electrocardiogram (ECG), electromyography (EMG),
electroencephalogram (EEG), and electro-oculogram (EOG) to detect drowsiness. The physiological signals start to
change in earlier stages of drowsiness. Comparing with other methods, the reliability and accuracy of this method are
very high. However, this method has an intrusive nature: Electrodes need to be placed on the driver's body or scalp.
Researchers overcome this drawback by placing electrodes on the steering wheel or driver's seat. Signals are sent
wirelessly to a smart phone for processing and the drowsy driver is alerted. However, the accuracy of this non-intrusive
system is relatively low due to movement and improper electrode contact.

The latest release of wireless wearable devices such as biosensors makes it possible to explore new ways to design a
reliable and user-friendly driver drowsiness detection system. These wearable are non-intrusive: People can wear them
24/7 without being distracted from their normal lives. They can measure people's heart rate, heart beat-to-beat interval
(RR interval), breathing rate, posture, activity level, peak acceleration, respiration rate etc. The measured data are then
sent to a smart phone wirelessly for processing and display. Studies show that heart rate varies significantly between the
different stages of drowsiness. Therefore, heart rate can be used to detect drowsiness.

Every year the number of car thefts and road accidents are increasing in India. Therefore security of car as well as the
driver safety is very important. Such a system for driver safety and car security is present only in the luxurious costly
cars.

The main hindrances in the widespread use of such car security and driver safety system is the cost factor involved.
Hence, the primary concern while implementing the project AVCSS using face detection is to make it economically
feasible.

Additionally, within the costs of the project features like driver safety and car security using a normal camera were
included, unlike CCTV camera’s, hereby adding to the above point, to keep the cost low. The learning curve embarked
on is considerably steeper than previous work that we have undertaken. The knowledge of the software and hardware
components to be used is both challenging and interesting.
III. SYSTEM ARCHITECTURE

In the era of automation different vehicle control functions and driver safety functions has been introduced in modern cars by many companies. But these functions are been brought up only in the luxurious car. Car security and also drivers safety has become very important as there has been a constant rise in accidents. Therefore every car should have a driver safety system which is effective also economically viable. Advanced Vehicle Control and Safety System using face detection strives to achieve that very fundamental aspect of car security and driver safety and also different vehicle control functions which has become a must in todays world. Advanced Vehicle Control and Safety System using face detection combines both these technologies into single low cost package which is more feasible for the common man.

Architectural Design

The general diagram of system has been shown in Fig. As it can be seen, the image received from camera is sent to central processor to be processed and then it will operate considering condition of drivers' face.

![System Block Diagram](image)

**Fig 1: System Block Diagram**

Description of Modules

**Segmentation of face:**
The face is segmented from the input image that is initially whatever the video that is recorded by the camera will be fragmented into the frames and this frames will be given as inputs for segmenting the face.

**Eyes condition:**
The position of the driver's eye is determined by using appropriate threshold. In this work, edge detection of the eyes region is considered.

**Yawning Detection:**
Among clustering methods used in segmentation of various parts of the image, the mean-based clustering was utilized for yawning detection. The objective function was to obtain then minimum distance between the classes, or basically between the image pixels.

System Implementation

Implementation is the stage of the project when the theoretical design is turned into a working system. Thus it can be considered as the critical stage in achieving a successful new system and in giving the user, confidence that the new system will work and be effective.

The implement stage involves careful planning, investigation of the existing system and its constraints on implementation, designing of methods to achieve change over and evaluation of change over methods.

Here the proposed system includes four modules they are as follows.
Segmentation of face:
This is the very first module in which the face is segmented from the input image that is initially whatever the video that is recorded by the camera will be fragmented into the frames and then into the image, this image will be given as input for segmenting the face.
The partial segmentation of the image by selecting the appropriate threshold is based on dividing the image into the background and foreground classes. Thresholding is primarily concerned with selecting an appropriate threshold according to image histogram. That is, the value of thresholding or border as the brightness intensity is considered as the basis of the division and the brightness intensities greater and less than threshold is equal to 1 and zero respectively.
The purpose of face detection is to minimize the error rate in identifying facial expressions. The importance of this part is to measure the position of the eyes, the mouth and the head.

Detection of eyes condition:
Important factor which helps detect driver fatigue is the state of eyes, i.e. whether they are open or closed. In the state of fatigue, eyelid muscles subconsciously attempt to accelerate the process of going to sleep. Using this property, determining whether eyes are open or closed is done by relying on the difference of brightness intensity of the pupil in the image and its symmetry. Locating the position of the eye in the frame taken from the driver’s face is difficult. The position of the eye can be identified by drawing on geometry properties and symmetry. Edging is concerned with locating the position of areas or pixels where the brightness intensity has considerably increased. One of the effective operators for edge detection is the Sobel operator.

Yawning detection:
K-means clustering is a partitioning method that treats observations in your data as objects having locations and distances from each other. It partitions the objects into K mutually exclusive clusters, such that objects within each cluster are as close to each other as possible, and as far from objects in other clusters as possible. Each cluster is characterized by its centroid, or center point. The function K-means performs K-Means clustering, using an iterative algorithm that assigns objects to clusters so that the sum of distances from each object to its cluster centroid, over all clusters, is a minimum.
CONCLUSION

The system proposed in this paper is acceptable level of performance and an average accuracy of 93.18 percentage. The high fatalities of road accidents, which is primarily due to human errors committed out of fatigue, justifies the use of this system to alarm drivers at the time of driving. High-speed data processing and great accuracy distinguish this system from the similar ones. The development and improvement of this system can save the lives of millions of people annually. The processing rate or framing of this camera is 15 fps and the _rst video sequence is related to the state where the head is in a lowered position which includes 85 sample frames. The second video sequence deals with the recording of the open or closed state of the eyes in which 48 image frames indicate that eyes are closed in a 6 seconds period while 65 frames show that the eyes are normally open. The third video sequence shows the yawning or the frequent opening of the driver’s mouth. And _nally the fourth video sequence is a combination of all three modes and its recon ling takes a longer time. The average accuracy (AAC), the detection rate (DR) and false alarm rate (FAR) has been calculated. These three factors, which have been proposed for assessing the detection accuracy of the video sequence, indicate the acceptable performance of the proposed system in detecting the signs of fatigue in driver’s face at the time of driving.
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