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Abstract: In 21st century, word is totally move towards web industry. Due to this growth of IT industry very huge. People are spontaneously 

shares their opinion and sentiments online. This provides an opportunity to companies and organizations to understand people’s opinions 

towards their products or services and can serve to improve their products or market strategy more effectively. This paper proposes a novel 

(semantic-based) framework for fine-grained sentiment analysis.  
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I. INTRODUCTION  

Sentiment analysis is the area of study where people’s opinions, reviews and emotions towards entities, such as products, services and 

various subjects get analyses ([1]; [2]; [3]; [4]). The importance of sentiment analysis has grown significantly, mainly because of the rapid 

progress of user created content. Sentiment analysis may be considered as a classification process, as sentiment classification is the key task 

of sentiment analysis is sentiment classification, which automatically determines the positive, negative and neutral sentiments in given 

document ([1]; [3]). The Proposed System uses data mining processes and techniques to retrieve and capture data for analysis for the 

purpose to recognize the subjective opinion of a document or group of documents, like blog posts, reviews, news articles and social media 

feedbacks. Sentiment analysis is mostly executed at document level, sentence level and aspect level. The very first task of sentiment analysis 

at document level is to check that an opinionated document comments on an object shows an overall positive or negative opinion in the 

given document. For example, a sentiment analysis system classify the overall polarity of a customer review about a particular product . 

The document level consider that one document may expresses opinions only on one object, such as customer reviews about products and 

services, as the sentiment analysis has only two (positive and negative) or three outputs (positive, negative and neutral) ([6]; [8]). 

II. LITERATURE SURVEY 

Based on the basis of granularity, sentiment analysis is usually processed at document level, sentence level and aspect level ([3]; [6]; [7]). 

The task of sentiment analysis at document level is to determine whether an opinionated document that comments on an object expresses 

an overall positive or negative opinion. For example, a sentiment analysis system classifies the overall polarity of a customer review about 

a specific product. This level of sentiment classification assumes that one document expresses opinions on a single object, such as customer 

reviews of products and services, because usually the result of sentiment analysis only has two (positive and negative) or three outputs 

(positive, negative and neutral) ([6]; [8]). 

A. Machine Learning 

           In the machine learning approach, textual features have been utilized, coupled with several algorithms for constructing the classifiers 

of sentiment analysis. Such classifiers are, constructed based on different algorithm, which can learn the rules of sentiment classification 

based on training data. Also they are used to predict new data ([14]; [15]; [16]) have been compared with Nave Byaes, Support Vector 
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Machines (SVM), and Maximum-Entropy- based classifiers. By using these classifiers movie reviews classifying into positive and negative 

categories. The result indicates that the classifiers based on SVM algorithm made better prediction for accuracy of 82.9 percent. [14] The 

same algorithms applied to classify Twitter messages. Their experiments also show that the SVM achieved better results with an accuracy 

of 82.2 percent. [15] presented a method for collecting data from Twitter automatically that was used to train the machine-learning classifier. 

The results indicate the best configuration is the Nave Bayes based classifier that applies N-gram and POS tags as features [16] have adopted 

four statistical methods for feature selection and employed the SVM algorithm to build a classifier in order to make sentiment classification 

of Chinese online reviews. [4] The proposed system combining Nave Bayes and Neutral network classifiers for sentiment classification. 

The accuracy of sentiment classification is increased upto 80.65 percent is shown in experiment. 

       B. Semantic Orientation 

         In the literature review, the second approach semantic orientation (SO) mainly makes use of the sentiment lexicon, which contains 

words and phrases that indicate sentiments. The overall content of semantic orientation is examining by the SO values of those opinionated 

words and phrases by using some aggregation scheme ([1]; [3]; [6]) [2] have tried to use the WordNet to classify customer reviews. But 

unfortunately terms in WordNet do not contain any semantic orientation information which is related to the idea of adjectives share the same 

polarity as their synonyms, but opposite as their antonyms. They manually created a set of seed adjectives with labeled semantic orientation, 

used WordNet to create a new sentiment terms from synonyms and antonyms of seed words.  [3] Proposed another method by using the 

lexical relations for sentiment classification [5] have proposed a semi- supervised learning method to build an automatically generated lexical 

resource, SentiWordNet, which is an extension of WordNet, have each synset is annotated with sentiment orientation information. They 

determined polarities of expanded terms. 

      III. MATHEMATICAL MODEL  

 

 

Set Theory: 

S is the System, S={D,F,O} 

Where, 

D = {D1,D2,.....Dm} : Data Set 

F = {F1, F2,..., Fm} : Function set O = Frequent Patterns 

Input D − > {D1,D2,.....Dm}): Car/Mobile Dataset 

Output: SI Sentiment analysis based on Lexicon and Fine grained model is our systems output 

Functions: 

F = {F1, F2,F3,F4,F5,F6} 

F1  : Data Preprocessing. F2  : Feature Extraction. F3  : Lexicon Analysis. F4  : Fine Grained Model F5  : SVM Classification. F6  : 

Sentiment Analysis. 

IV. OBJECTIVE 

 

Sentiment Analysis, also called opinion mining, subjectivity analysis, or appraisal extraction, consists in the computational treatment of 

opinions, and emotions freely expressed in texts. It represents a really active NLP field that includes as specific research challenges the 

Sentiment and Subjectivity Classification, the Feature-based Sentiment Analysis, Sentiment analysis of comparative sentences, the Opinion 

search and retrieval, or the Opinion spam detecting and, in the end, the Opinion Holder and Target extraction. 

1. To conduct sentiment analysis at various levels. 
 
2. To deal with mixed-opinion text, but also with multi-word expressions. 

 

3. To deal with mixed-opinion reviews and handle contextual information via a sentiment lexicon containing multi-word expressions. 
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V. PROPOSED SYSTEM 

 

We had proposed a novel (semantic-based) framework for fine-grained sentiment analysis. It also includes a practical implementation of 

the framework to analyse the sentiments expressed within customer reviews, aiming to provide accuracy of sentiment classification. The 

framework is able to deal with mixed-opinion reviews and handle contextual information via a sentiment lexicon containing multi-word 

expressions. 

The framework provides a novel way to analyze mixed opinion text and multi-word expressions. The framework consists of the four 

components: segmentation, sentiment lexicon construction, sentiment classification, evaluation (see Fig. 1). 

 
 

  
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION 

The process of user created content is rapidly increases due to this importance of sentiment analysis has grown significantly. A Semantic 

based framework for fine-grained sentiment analysis is proposed in this paper, which performed sentiment analysis at different levels. The 

proposed system deals with mixed opinion text as well as multi-word expressions. 
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